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Example 7. The heights in inches of the students in an Elementary Statistics class
are as follows:

64 64 65 75 71 61 64 73 64 66
73 67 67 67 63 63 60 66 62 74
74 67 65 71 67 65 67 72

Complete the following frequency and relative frequency table. The last column,
the cumulative relative frequency, is the percentage of data values that are no
larger than the upper end of a given interval. (Later we will see that cumulative
relative frequency is a percentile.)

Height in Inches Frequency Relative Frequency Cumulative Relative
Frequency

55 � 59
60 � 64

(1) What percentage of students in the class are 6” (5 feet,4 inches) or shorter?
(2) What percentage of students in the class are taller than 69” (5 feet, 9

inches)?

The next logical step is to draw a histogram of the data, which is a fancy word
for a bar graph for quantitative data that has been sorted into classes. Histograms
are the single most important graph in statistics, and we will be using them often.
An important feature of a histogram is that there is a natural order for the classes
(from left to right on the number line), so we will never sort a histograms bars by
height.

Example 8. Draw a relative frequency histogram of the class height data from
Example 7.

Example 9. Calculator histogram. Use the height data from Example 7.

(1) Clear calculator ram.
(2) Enter the height into L1.
(3) Use stat plot to draw a histogram using default class boundaries. Use

trace to see the default class boundaries and frequencies.
(4) Use window then graph to change the histogram so that it uses the class

boundaries we created in Example 7.

The reason histograms are so important is because they display the distribution
of the data: where the data values fall along the range of possible values. They
help us answer important questions such as: Is the data spread out or mostly
concentrated in a small region? Is the data symmetrically distributed? Is the data
skewed left (a few extremely low data values) or skewed right (a few extremely high
data values)?

Example 10. What does the histogram of the height data tell us about the heights
of the people in the sampled statistics class? Sketch a histogram shape for each
class described below.

(1) The class has a lot of tall people.
(2) Everyone in the class is 64”.
(3) The students make a nice staircase shape when lined up from shortest to

tallest.
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4. Experimental Design and Ethics.

A statistical study can take the form of an observational study or an experiement.
In an observational study the researcher collects data but does not introduce any
change to the subjects. A political poll is an example of an observational study.
In an experiment the researcher applies treatments to subjects, then observes the
effects of the treatments.

The purpose of an experiment is to study the relationship between two variables.
The researcher controls the explanatory variable, then measures the change in
the response variable. The different values of the explanatory variable are called
treatments. An experimental unit is one subject being tested.

It is often the case that the expectation of a treatment has a psychological
effect that confounds the experiment: was it the treatment or the expectation
of the treatment that affected the response variable? To manage this problem,
researchers set aside a group of subjects to be the control group. The control
group receives the placebo treatment, a treatment that cannot affect the response
variable. It is vital that study participants not know if they are receiving the
placebo or an effective treatment. It is called blinding when the subjects don’t
know which treatment (which could be a placebo) they are receiving. A double-
blind experiment is when both the subjects and the researchers involved with
the subjects are blinded.

Example 11. Researchers want to investigate whether taking aspirin regularly
reduces the risk of heart attack. Four hundred men are recruited as participants.
The men are divided randomly into two groups: one group will take aspirin and
the other group will take a placebo. Each man takes one pill each day for three
years, but he does not know if it is aspirin or a placebo. At the end of the study,
researchers count how many men in each group have had heart attacks. Identify
each the following for this scenario:

(1) population
(2) sample
(3) experimental units
(4) explanatory variable
(5) treatments
(6) response variable

Example 1.19, Illowsky & Dean.

Ethics comes into play in statistical studies in a variety of ways. We have already
seen that the self-interest studies can inspire fraudulent data and analysis. Another
very important ethical component is related to the treatment of human subjects.
There are laws that require that studies are safe, that participants understand the
risks associated with a study, that subjects freely decide whether or not to partici-
pate, and that each subjects privacy is protected. Research institutions (including
Augusta University) have Institutional Review Boards (IRB) to oversee the
research at the institution and ensure the safety of all human subjects.



CHAPTER 2: DESCRIPTIVE STATISTICS

Lecture Notes for Introductory Statistics1

Daphne Skipper, Augusta University (2016)

1. Stem-and-Leaf Graphs, Line Graphs, and Bar Graphs

The distribution of data is how the data is spread or distributed over the range
of the data values. This is one of the first and most important aspects one would
want to know about any data set.

Stem-and-leaf graphs provide a quick way to view the distribution of a small
data set by hand.

Example 1. Stem-and-leaf. The following are the ages of 29 actors at the time
that they won the Best Actor award:

18 21 22 25 26 27 29 30 31 33
36 37 41 42 47 52 55 57 58 62
64 67 69 71 72 73 74 76 77

Data from Example 2.18 in the textbook.

Explore the distribution of the best actor data by constructing a stem-and-leaf
graph.

We already saw bar graphs in Chapter 1. Frequency polygons and time series
graphs are two types of line graphs that we will see in the next section.

2. Histograms, Frequency Polygons, and Time Series Graphs

A histogram is similar to a bar graph. The difference is that bar graphs are for
categorical data, whereas histograms are for quantitative data. Since quantitative
data aren’t naturally sorted into categories, we must create “classes” of data: equal
width intervals of data values. We record classes and frequencies in a frequency
table. We constructed a frequency table and histogram using height data in Chapter
1.

A frequency polygon displays the same data as a histogram, but in line graph
form. This format is useful for comparing the distributions of multiple datasets by
overlaying frequency polygons.

Example 2. Overlaying frequency polygons. Figure 1 is an overlay of fre-
quency polygons of men’s and women’s pulse data. By overlaying frequency poly-
gons, we are able to easily compare the distributions (histograms) of two data sets.
(This chart is from Elementary Statistics by Mario Triola.)

A time series graph displays the trend of a variable over time. The x-axis is
time (years, minutes, seconds, etc.). The y-axis is the range of data values.

Example 3. Time series graph. The time series graph in Figure 2 allows us to
easily see the trends in housing prices in Australia versus the US.

1
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Figure 1. Frequency Polygons

Figure 2. Time Series Graph

This TED talk contains an amazing example of data visualization: http://www.
ted.com/talks/hans_rosling_shows_the_best_stats_you_ve_ever_seen. (Start
at around the 2:30 mark.) Notice how Hans Rosling’s methods make it easy to see
patterns in extremely complicated time-series data.

1These lecture notes are intended to be used with the open source textbook “Introductory
Statistics” by Barbara Illowsky and Susan Dean (OpenStax College, 2013).

http://www.ted.com/talks/hans_rosling_shows_the_best_stats_you_ve_ever_seen
http://www.ted.com/talks/hans_rosling_shows_the_best_stats_you_ve_ever_seen
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3. Measures of Location of Data

The median of a data set is the “middle value”, but it does not have to be one
of the data values.

Example 4. Median. Find the median.

(1) 5 5 6 8 12

(2) 5 5 6 8 12 17

The kthpercentile, Pk, of a data set is the value that separates the lower k% of
data values from the upper (100 − k)% of data values.

Example 5. Understanding percentiles.

(1) The 35th percentile, or P35, separates the lower % of data values
from the upper % of data values.

(2) “Median” is another name for the th percentile.

Percentiles are calculated on data that is sorted from lowest to highest. Low
percentiles correspond to low data values. High percentiles correspond to high data
values.

Example 6. Interpreting percentiles.

(1) Joe ran a 5K and his finishing time is the 5th percentile. Interpret the 5th

percentile in this context. (What percent of racers did Joe beat? Is this a
good finishing time?)

(2) If Abby takes the SAT, would she prefer for her score to be P10 or P88 of
SAT scores for this year? Explain.

Locating the kth percentile. The position in the sorted data set of the kth

percentile is

i =
k

100
(n+ 1).

If i is a whole number, Pk is the data value found at position i of the sorted data
set. If i is a decimal, round i up and round i down; Pk is the average of the data
values found at these two positions in the sorted data set.

Example 7. Calculating percentiles. The following are the sorted heights in
inches of 40 students in a statistics class.

61 61 62 62 63 63 63 65 65 65
66 66 66 66 66 67 67 67 68 68
68 68 68 68 68 68 69 69 69 69
69 69 70 71 72 72 72 73 73 74

Data from TryIt 2.24 in the textbook.

(1) Find the 80th percentile of the class heights. Use appropriate notation to
express the answer. Interpret the answer.

(2) Find the 38th percentile of the class heights. Use appropriate notation.

Finding the percentile of a data value. let x be the number of data values
below that data value and let y be the number of data values equal to that data
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value in the data set. The the percentile k of the data value is

k =
x+ 0.5y

n
(100).

Example 8. Finding the percentile of a data value. Use the class height
data from Example 7. Use appropriate notation to express your answer.

(1) Kara is 67 inches tall. At what percentile is Kara’s height?
(2) Charles is 73 inches tall. At what percentile is Charles’ height?

4. Boxplots

Quartiles are numbers that separate the data into quarters. Like all percentiles,
quartiles may or may not be actual data values. The first quartile, Q1, is the middle
of the bottom half of data; Q1 = P25. The second quartile, Q2, is the median;
Q2 = P50 = median. The third quartile, Q3 is the middle of the top half of the
data; Q3 = P75. The five number summary of a data set is: minimum, Q1,
median, Q3, maximum.

We can calculate quartiles “by hand” just as we calculate any other percentiles.
However, the calculator will calculate quartiles for us directly.

Example 9. Using the calculator to find quartiles. The following are
the heights in inches of 20 boys in a statistics class.

66 66 67 67 68 68 68 68 68 69
69 69 70 71 72 72 72 73 73 74

The following are the heights of the 20 girls in the same statistics class.

61 61 62 62 63 63 63 65 65 65
66 66 66 67 68 68 68 69 69 69

Data from TryIt 2.24 in the textbook.

(1) Enter the 20 boys’ heights into L1.
(2) Find the 5 number summary for the boys’ heights. (Use stat, calc, 1

var stats.)
(3) Enter the 20 girls’ heights into L2.
(4) Find the 5 number summary for the girls’ heights.

A boxplot is a graph of the 5 number summary scaled on a numberline, showing
the concentration of data. The spread of the middle 50% of data values, the data
values between Q1 and Q3, are indicated by a box. The median is marked in the
box. The bottom 25% and top 25% of data values are indicated by the “whiskers”.

Example 10. Constructing a boxplot. Use boys’ and girls’ height data from
Example 9.

(1) Construct a boxplot for the boys’ height data by hand.
(2) Use the calculator to construct boxplots for both data sets on the same

scale.

Example 11. Interpreting boxplots. Use the boxplots from Example 10.

(1) 25% of girls are shorter than inches. What quartile is this?
(2) 50% of girls are shorter than inches. What quartile is this?
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(3) 25% of boys are taller than inches. What quartile is this?
(4) In which quartile are the girls’ heights most concentrated? The boys’

heights?

The interquartile range, or IQR, is the range of the middle 50% of data values:
IQR = Q3 − Q1. The IQR is often used to identify outliers in the following way.
Data values that are below Q1 − (1.5)IQR or above Q3 + (1.5)IQR are considered
outliers.

Example 12. Identifiying outliers. Use the girls’ class height data from the
last few examples.

(1) Calculate the IQR of the girls height data.
(2) Find the boundary height below which a girls’ height would be considered

a “short” outlier.
(3) Find the boundary height above which a girls’ height would be considered

a “tall” outlier.
(4) According to these boundary values, does this data set contain any outliers?

5. Measures of the Center of Data

The mean is the most commonly used measure of the “center” of data. The
mean is calculatated by adding all the data values and dividing by n, sample size,
or the number of data values. Notation for mean:

x̄ = sample mean,

µ = population mean.

The median is the second most commonly used measure of the center. Since
the median does not take the actual exact values of data into account, it is a better
choice when there are extreme data values. In this case, the mean can be skewed
toward the extreme data value(s) and be misleading with respect to the center of
the bulk of the data. For example, we hear about “median income” rather than
mean income, because there are some extremely large incomes that would make the
ordinary income, as measured by the mean, appear larger than it really is for the
average person.

The mode is the most frequently occuring data value. There can be more than
one mode if there is a tie for the data value with the highest frequency. The mode
is used primarily for categorical data, for which the mean and median don’t make
sense.

Example 13. Mode. Find the mode of the boys’ height data:

66 66 67 67 68 68 68 68 68 69
69 69 70 71 72 72 72 73 73 74

Example 14. Mean using a frequency table. Use the same boys’ height data
as above.

(1) Make a frequency table of the height data.
(2) Use the frequency table to calculate the mean of the height data by hand.
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(3) Using the calculator, enter the frequency table into L1 and L2.
(4) Calculate the mean and median using 1 Var Stats.

We can’t get the exact mean of data from a grouped frequency table, but we can
estimate the mean by using the midpoint of each class in place of each data value
in that class.

Example 15. Mean of a grouped frequency table. Maris conducted a
study on the effect that playing video games has on memory recall. As part of her
study, she compiled the following data.

Hours spend on video games Number of teens
0-3 3
4-7 7
8-11 12
12-15 7
16-19 9

(1) Find the midpoint of each class.
(2) What is the best estimate of the mean number of hours spent playing video

games?
TryIt 2.30.

The Law of Large Numbers says that as sample size increases, sample mean
(x̄) gets closer and closer to the population mean (µ).

6. Skewness and the Mean, Median, and Mode

Data is skewed to the left if there is a “tail” of data to the left in the histogram,
or on the low end of the data. Data is skewed to the right if there is a “tail” of
data to the right in the histogram, or on the high end of the data.

The mean will be pulled in the direction of the skewing due to extreme data
values. If there is more than mild skewing, the median is a more approprate measure
of center than the mean for a more accurate summary of the bulk of the data.

7. Measures of the Spread of Data

Standard deviation is the most commonly used measure of the spread of data.
The standard deviation tells us approximately how far data values are from the
mean, on average. A larger standard deviation indicates that the data values are
farther from the mean, on average.

Example 16. Interpreting standard deviation. Suppose the average (mean)
wait time in line at both Publix and BiLo is 5 minutes. However, the standard
deviation of the wait times at Publix is 1 minute and the standard deviation of the
wait times in BiLo is 3 minutes.

(1) Which supermarket has more variation in wait times?
(2) At which supermarket would you be able to predict your wait time more

precisely?

The standard deviation can be used to determine if a data value is close to or far
away from the mean relative to the rest of the data. As a rule of thumb, more than
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two standard deviations from the mean is considered “unusual”. (Unusual data
values are not as extreme as “outliers.” More than three standard deviations from
the mean is a more reasonable boundary for outliers, if we want to use standard
deviation instead of the IQR formula.)

Example 17. Comparing data values using standard deviation. Suppose
the wait times at Kroger are 5 minutes with a standard deviation of 2 minutes.

(1) Draw a number line and mark the mean at 5 minutes and mark 1, 2, and
3 standard deviations above and below the mean. Label the unusual data
value range(s) on the number line.

(2) Rosa waits 3 minutes at Kroger. How many standard deviations from the
mean is her wait time?

(3) Binh waits 11 minutes at Kroger. How many standard deviations from the
mean is his wait time?

(4) Is either wait time unusual at Kroger?

The standard deviation formulas are a bit much to calculate by hand, so we
will use the calculator to find standard deviation. The formulas for sample and
population standard deviation are different and your calculator provides both, so
it is very important to be able to identify the notation for each when using the
calculator:

s = sample standard deviation,

σ = population standard deviation.

The calculator uses subscripts on these symbols to indicate which variable is being
used: sx and σx, for example. We will almost always have sample data (as
opposed to population data), so we will almost always use sx from the
calculator for standard deviaton.

Example 18. Standard deviation using calculator. Use your calculator to
find the standard deviation of the boys’ height data:

66 66 67 67 68 68 68 68 68 69
69 69 70 71 72 72 72 73 73 74

Consider the data to be a sample from the population of male students at the
school. (Is it reasonable to consider this to be a representative sample?) You may
wish to enter the data in frequency table format, if you don’t still have it in your
calculator.

The deviation of a data value from the mean is the signed distance of the data
value from the mean:

deviation = data value − mean.

The z score of a data value is the number of standard deviations from the mean
that data value is. If the data values is below the mean, the z score is negative. If
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the data value is above the mean, the z score is positive.

z =
deviation

standard deviation

=
data value − mean

standard deviation

=
x− x̄

s
Example 19. Notation. Write the formula for a population z score, using the
appropriate population symbols.

Example 20. Z score. Use the same boys’ height data, which has mean x̄ = 69.5
and standard deviation s = 2.5.

(1) Find the z score of a height of 74 inches. Should we consider 74 inches to
be unusually tall among these boys?

(2) Find the height that has a z score of -0.7.

Example 21. Compare data values from different data sets. Find the
z score for each girl’s time relative to her team. Which girl has the fastest time
relative to her teammates?

Swimmer Time(sec) Team Mean Time Team Standard Deviation
Angie 26.2 27.2 0.8
Beth 27.3 30.1 1.4

TryIt 2.35

The following two rules give us more precise ideas of how far the data are spread
from the mean based on the standard deviation. Chebyshev’s Rule is for ANY data
set:

(1) At least 75% of data is within two standard deviations of the mean
(2) At least 89% of the data is within three standard deviations of the mean
(3) At least 95% of the data is within 4.5 standard deviations of the mean

The Empirical Rule, also known as the 68-95-99 Rule, is ONLY for data with a
BELL-SHAPED and SYMMETRIC histogram/distribution:

(1) Approximately 68% of data is within one s.d. of the mean
(2) Approximately 95% of data is within two s.d.s of the mean
(3) Approximately 99% of data is within one s.d.s of the mean

The formula for sample standard deviation is

s =

√
Σ(x− x̄)2

n− 1
.

The formula for population standard deviation is

σ =

√
Σ(x− µ)2

N
.

We won’t use these formulas in practice, but it would be good to get a feel for
how the formula approximates the average distance of data values from the mean,
and to recognize that the formulas for sample standard deviation and population
standard deviation differ.
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Example 22. The standard deviation formula. In groups of 3 or 4 students,
guess the age of the person in the provided photograph. Submit your group’s
guess. Instructor note: Provide a photograph of someone that you know, but who is
unknown to the students for this short activity. It’s also fun with more photographs.

(1) List each guess in the first column a table.
(2) In the second column, list the deviation of each guess from the true age:

guess - true age.
(3) Does a negative deviation indicate a low or high guess?
(4) Are the guesses biased young? Biased old? Relatively unbiased?
(5) In the third column, list the absolute value of the deviation from the pre-

vious column. The most natural average distance from the true age is the
mean absolute deviation. However, absolute values are not practical in alge-
braic formulas. Calculate the mean absolute deviation. This is the average
distance of the guesses from the true age.

(6) In the fourth column, list the square of each deviation.
(7) Now calculate the variance (the square of the standard deviation): Add up

the values in the 4th column and divide by the n−1. The units of variance
is “years squared”.

(8) Take the square root of the variance. This is the standard deviation of the
guesses from the true age. The units of standard deviation is “years”, the
same as the data values.

(9) Compare the mean absolute deviation and the standard deviation. (Are
they the same?)

(10) Find the z score of your group’s guess. Which group had the best guess?
Did any group have an “unusual” guess?

Adapted from “Teaching Statistics, a bag of tricks” by Gelman and Nolan.

guess deviation |deviation| (deviation)2

(guess - true age)
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1. Terminology

In this chapter, we are interested in the probability of a particular event occurring
when we conduct an “experiment”. The sample space of an experiment is the
set of all possible outcomes of the experiment. An event is one or more outcomes
of the experiment. A single outcome is called a simple event. Notation:

S = sample space

A,B,C, ... = event

P (A) = probability of event A

Example 1. Terminology. Rolling a fair die is an experiment.

• The sample space of this experiment is S = {1, 2, 3, 4, 5, 6}. (Use set
notation to list the outcomes of an event.)
• A = “rolling an even number” is an example of an event consisting of three

outcomes from the sample space: A = {2, 4, 6}.
• B = “rolling a 3” is an example of a simple event: B = {3}.

Probabilities are numbers between zero and one. P (A) = 1 if event A is certain
to occur. P (B) = 0 if event B can never happen. If all of the simple events in a
sample space are equally likely to occur,

P (A) =
number of outcomes in A

number of outcomes in S
.

The following are various ways of combining events:

A OR B = A ∪B (union): Every outcome in A along with every outcome
in B, including outcomes that are in both events.

A AND B = A ∩B (intersection): Only outcomes that are in both A and
B.

A′ (complement): Every outcome in S that is NOT in A.

A given B = A|B (conditional event): The event that A happens assum-
ing that B has happened. This has the effect of reducing the sample space
from S to B. So,

P (A|B) =
P (A AND B)

P (B)
=

number of outcomes in A AND B

number of outcomes in B
.

1These lecture notes are intended to be used with the open source textbook “Introductory
Statistics” by Barbara Illowsky and Susan Dean (OpenStax College, 2013).

1
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Example 2. Probability notation. The students at an elementary school
have various characteristics that may be of interest to the school administration.
Consider the following events:

S = a student eats school lunch,

L = a student brings a lunch box,

B = a student rides the bus,

W = a student walks to school.

Write the symbols for the following probabilities. You may use OR and AND or ∪
and ∩.

(1) the probability that a student does not bring a lunch box
(2) the probability that a student rides the bus or eats school lunch
(3) the probability that a student brings a lunch box and walks to school
(4) the probablity that a student who rides the bus brings a lunch box

Example 3. Simple probabilities. A bowl contains 22 jelly beans: 6 red, 8
white, 3 yellow, and 5 green. Randomly select a single jelly bean from the bowl.
Consider the following defined events:

R = the selected jelly bean is red,

W = the selected jelly bean is white,

Y = the selected jelly bean is yellow,

G = the selected jelly bean is green.

Calculate the following probabilities

(1) P (R)
(2) P (R′)
(3) P (Y OR G)
(4) P (W AND Y )
(5) P (R|G)

2. Independent and Mutually Exclusive Events

Two events A and B are independent if the knowledge that one occurs does not
affect the probability that the other occurs. Events A and B are independent
if any of the following are true (we must check only one):

P (A|B) = P (A),

P (B|A) = P (B),

P (A AND B) = P (A)P (B).

Example 4. Identify independent events intuitively. Identify each pair of
events as independent or dependent.

• the outcomes of two consecutive rolls of a fair die
• the gender of the first child born to each of two couples
• taking swim lessons and learning to swim
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• from a deck of cards, randomly drawing two cards with replacement, and
both are aces
• from a deck of cards, randomly drawing two cards without replacement, and

both are aces

Example 5. Identify independent events by verifying equation. Let
event A = learning Spanish. Let event B = learning German. Then A AND B =
learning Spanish and German. Suppose P (A) = 0.4 and P (B) = 0.2. P (A AND B) =
0.08. Are A and B independent? We must only check one equation in general, but
this time check all three. TryIt 3.8.

Events A and B are mutually exclusive if they can not both happen at the
same time. If one happens, then the other cannot happen. Events A and B are
mutually exclusive if and only if

P (A AND B) = 0.

Example 6. Tree diagram; identify mutually exclusive and indepen-
dent events. Consider the experiment of flipping a fair coin two times. Record
heads (H) or tails (T) for each flip.

(1) Draw a tree diagram of the experiment.
(2) Use the tree diagram to list the sample space of the experiment.
(3) For each event, list the outcomes and find the probability.

(a) A = at least one head
(b) B = only tails
(c) C = only heads

(4) Find P (A AND B), P (A AND C), and P (B AND C).
(5) Which pairs of events are mutually exclusive?
(6) Find P (C|A).
(7) Are events C and A independent?

Variation on Example 3.9.

Example 7. Identify independent and mutually exclusive events. A
student goes to the library. Let events B = “the student checks out a book” and
D = “the student checks out a DVD.” Suppose that P (B) = 0.40, P (D) = 0.30,
and P (B AND D) = 0.20.

(1) Find P (B|D).
(2) Find P (D|B).
(3) Are B and D independent?
(4) Are B and D mutually exclusive?

TryIt 3.10.

3. Two Basic Rules of Probability

The multiplication rule states that for events A and B defined on a sample
space,

P (A AND B) = P (A)P (B|A).

If A and B are independent events, then P (B|A) = P (B) and the rule simpifies to

P (A AND B) = P (A)P (B).
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Notice that the multiplication rule is a rearrangement of the formula for the con-
ditional probability P (B|A).

Example 8. Helen plays basketball. For free throws, she makes the shot 75% of
the time. Helen must now attempt two free throws. Let

C = the event that she makes the first shot (P(C) = 0.75), and
D = the event that Helen makes the second shot (P(D) = 0.75).

However, Helen is more likely to make the second shot if she has made the first:
the probability that Helen makes the second free throw given that she made the
first is 0.85. What is the probability that Helen makes both free throws? TryIt 3.15.

The addition rule states that for events A and B defined on a sample space,

P (A OR B) = P (A) + P (B)− P (A AND B).

If A and B are mutually exclusive events, then P (A AND B) = 0 and the rule
simplifies to

P (A OR B) = P (A) + P (B).

Example 9. Continuing Example 8, find the probability that Helen makes the first
or the second free throw (or both).

Example 10. A school has 200 seniors of whom 140 will be going to college (C)
next year. Forty will be going directly to work (W). The remainder are taking a
gap (G) year. Fifty of the seniors going to college play sports (S). Thirty of the
seniors going to directly to work play sports. Five of the seniors taking a gap year
play sports.

(1) What is the probability that a senior is going to college or directly to work?
(Classify these events: independent? mutually exclusive?)

(2) What is the probability that a senior plays sports?
(3) What is the probability that a senior is going to college and plays sports?

(Classify these events: independent? mutually exclusive?)
(4) What is the probability that a senior is going to college or plays sports?

Adapted from TryIt 3.16 and TryIt 3.18.

Example 11. A student goes to the library. Let events

B = the student checks out a book, and
D = the student checks out a DVD.

Suppose that
P (B) = 0.40,
P (D) = 0.30,

P (D|B) = 0.5

Describe and find the following probabilities:

(1) P (B′)
(2) P (D AND B)
(3) P (D OR B)
(4) P (B|D)

TryIt 3.19.
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4. Contingency Tables

A contingency table displays frequencies of data relative to two different vari-
ables. We will see contingency tables again in Chapter 11.

Example 12. Contingency table. Make a two-way contingency table for the
information in Example 10. List row and column totals.

A school has 200 seniors of whom 140 will be going to college (C) next year.
Forty will be going directly to work (W). The remainder are taking a gap (G) year.
Fifty of the seniors going to college play sports (S). Thirty of the seniors going to
directly to work play sports. Five of the seniors taking a gap year play sports.

Use your frequency table to find the following probabilities.

(1) What is the probability that a senior plays sports?
(2) What is the probability that a senior is going to college or directly to work?

(Classify these events: independent? mutually exclusive?)
(3) What is the probability that a senior is going to college and plays sports?

(Classify these events: independent? mutually exclusive?)
(4) What is the probability that a senior is going to college or plays sports?
(5) Express the probability in words and find the probability:

(a) P (S|W )
(b) P (W |S)

Adapted from TryIt 3.16.

5. Tree and Venn Diagrams

A tree diagram is a special type of graph that helps to determine the outcomes
of experiments and to visualize and calculate probabilities.

Example 13. Tree diagram; independent events. Roll a die and flip a coin.
Draw a tree diagram to show all the possible outcomes in the sample space. Label
the edges with probabilites. Let the numbers 1, 2, 3, 4, 5, and 6, represent the event
of landing on that number. Let E be the event of rolling an even number. Let H
and T represent landing on heads and tails, respectively. Use the tree diagram to
find the following probabilites.

(1) P (5 AND H)
(2) P (E)
(3) P (E AND T )
(4) P (H|E)
(5) P (5′)

Probabilities on the edges of a tree diagram are particularly useful when the
events are dependent. Note that when the events are dependent, every level after
the first level has conditional probabilities on the edges.

Example 14. Tree diagram; dependent events. Suppose there are four
green balls and 9 yellow balls in a box. Three balls are drawn from the box without
replacement. Draw a tree diagram representing the experiment using probabilities
on the edges. Use the tree diagram to find the probabilities of the following events.

(1) all three balls are green
(2) at least one ball is yellow
(3) one ball of each color is selected

Similar to Example 3.25
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A Venn diagram is another way to organize the outcomes of an experiment
graphically.

Example 15. Venn diagram. In a certain game, a fair 12-sided die is rolled. A
player earns 2 points by landing on an even number (E) and 3 points by landing
on a multiple of three (T).

(1) Draw a Venn diagram representing the sample space of the die roll.
(2) Express each of the following events in terms of E and T , then use the Venn

diagram to find the probability of each.
(a) winning 5 points on a single roll
(b) winning at least 2 points on a single roll
(c) going scoreless on a single roll

Example 16. Venn diagram; probabilities. In a bookstore, the probability
that a customer buys a novel is 0.5, and the probability that the customer buys a
non-fiction book is 0.3. Suppose that the probability that the customer buys both
is 0.2.

(1) Draw a Venn diagram representing the situation. Use probabilities instead
of outcome in each space.

(2) Find the probability of each event.
(a) a customer buys either a novel or a non-fiction book
(b) a customer does not buy a novel

(3) Customers who buy novels are entered into a drawing to win tickets to
a book signing by a famous author. Add a circle to the Venn diagram
representing the winners of the tickets.

Variation on TryIt 3.30.
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A random variable is the the outcome of an experiment translated to a number.
It is random in the sense that the particular value it takes depends on the outcome
of the experiment. The verbal description of a random variable describes how to
find or calculate the data value. In other words, the description of a particular
random variable provides a recipe for turning every outcome of an experiment into
a number. Random variables are named by capital letters, like X. The same letter
but lowercase, like x, denotes a data value (a number).

Example 1. Random variable.
Experiment: Flip a coin four times.
Random variable (description): X = the number of heads in those 4 flips.
Data (numbers): The possible values of x are x = .

If you find the data value x by counting, then X is called a discrete random
variable. If you measure to get the data value x, then X is a continuous
random variable, because every value on a continuous interval of the number line
is theoretically possible.

Example 2. Is the random variable X in Example 1 a discrete or continuous
random variable?

We will study discrete random variables in this chapter. We will study continous
random variables in chapters 5 and 6. Both are critical to the study of inferential
statistics.

1. Probability Distribution Function (PDF) for a Discrete Random
Variable

A probability distribution function, PDF, for a discrete random variable
assigns a probability to every single outcome (simple event) of the experiment. It
should be no surprise that:

(1) each probability must be between and , and
(2) if you add up all the probabilities of all the possible simple events, they

must add up to .

We usually see a PDF for a discrete random variables expressed in the form of a
probability distribution table. The first column should have all the possible
values of x. The second column should tell the probability of getting each of those
values.

Example 3. PDF. Consider the experiment of rolling a fair die one time and
recording the number it lands on.

1These lecture notes are intended to be used with the open source textbook “Introductory
Statistics” by Barbara Illowsky and Susan Dean (OpenStax College, 2013).

1
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(1) Random variable X = .
(2) All the values x can take are x = .
(3) Make a probability distribution table for random variable X.
(4) Does the table satisfy the requirements for a PDF? In other words,

(a) are all of the probabilities between 0 and 1?
(b) do all of the probabilities of the simple events add up to 1?

Example 4. PDF. Suppose Nancy has classes three days a week. She attends
classes three days a week 80% of the time, two days 15% of the time, one day 4%
of the time, and no days 1% of the time. Randomly choose one week out of the
semester.

(1) Random variable X = .
(2) All the values x can take are x = .
(3) Make a probability distribution table for random variable X.
(4) Does the table satisfy the requirements for a PDF?

Example 4.2

2. Mean (or Expected Value or Long Term Average) and Standard
Deviation of a PDF

2.1. Two Types of Tables. You must have noticed that probability distribution
tables look a lot like the relative frequency tables that we use to make bar graphs
and histograms. Basically they are, with one big difference: relative frequency
tables tell the percentage of times each outcome actually occurred using real-live
sample data values, whereas probability distrubution tables provide the percentage
of times you can theoretically expect each possible data value to occur.

So you could think of a relative frequency table as telling the history of an
experiment, and a probability distribution table as predicting the future of an
experiment.

Example 5. Probability distribution and relative frequency tables.
In the dice example (Example 3) above, we made a probability distribution table for
the experiment of rolling a die and recording the number the die landed on:

x P (x)

1 1
6

2 1
6

3 1
6

4 1
6

5 1
6

6 1
6

(1) Roll a die 20 times and make a relative frequency table of the outcomes.
(2) Which table did you use actual data to create?
(3) Which table did you use a theoretical understanding of dice to create?
(4) Are the proportions/percentages the same or different in each table? Why?
(5) If you rolled a die 1,000,000 times and made a relative frequency table,

what would you expect the second column to look like?
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The Law of Large Numbers says that when the sample size (number of times
an experiment is run) gets really large, the proportions in the second column of a
relative frequency table for the experiment get closer and closer to the theoretical
proportions you would find in a probability distribution table for the experiment.

Example 6. Law of Large Numbers. The Law of Large Numbers is used
to make probability distributions like the one in Example 4. We could use large
amounts of historical sample data about Nancy’s attendance habits (in the form of
a relative frequency table) to make a theoretical probability distribution table to
predict Nancy’s future attendance habits.

2.2. Expected Value and Standard Deviation of a PDF. The mean, also
called the expected value or the long term average, of a probability distri-
bution is the number you would expect to get if you ran the experiment over and
over MANY times, recorded each data value, then took the mean of all those data
values.

The standard deviation of a probability distribution is the number you
would expect if you ran the experiment over and over MANY times, recorded each
data value, then took the standard deviation of all those data values.

We calculate the expected value (or long term average) and the standard devia-
tion of a probability distribution in table form just like we do for a frequency table.
Notation: Because these are theoretical values, not based on sample data, we use
the parameter notation for mean and standard deviation, µ and σ, respectively.

Example 7. Expected Value and Standard Deviation of a Probability
Distribution. The following table provides the probability distribution for the
number of times a newborn baby’s crying wakes its mother after midnight during
the course of a week.

x P (x) xP (x)

0 2
50

1 11
50

2 23
50

3 9
50

4 4
50

5 1
50

(1) Random variable X =
(2) According to the table, the possible data values for x are x =
(3) What is the most common number of times a mother is awakened?
(4) What is the least common number of times a mother is awakened?
(5) Find the expected value, or long-term average, of the number of times a

newborn baby’s crying wakes its mother after midnight. (The expected
value is the expected number of times per week a newborn baby’s crying
wakes its mother after midnight.) Use the appropriate notation.

(6) Calculate the standard deviation of this random variable. Use the appro-
priate notation.

(7) Would it be unusual for a mother to be awakened four times? Five
times?

Example 4.4.
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One really cool application of the expected value of a probability distribution
is determining whether or not the odds are against you in a game of chance when
money is at stake. In this case, we let the random variable X be the amount of
money you win (or lose) when you play the game one time. (Use a “+” to indicate
a win and a “-” to indicate a loss.)

Example 8. Expected Winnings of a Game of Chance. Suppose you play
a game with a biased coin. You play each game by tossing the coin once. P(heads)
= 2

3 and P(tails) = 1
3 . If you toss a head, you pay $6. If you toss a tail, you win

$10. If you play this game many times, will you come out ahead? To find out,
complete the following:

(1) Random variable X =
(2) The possible values x can take are x =
(3) Make a probability distribution table for X.

x P (x)

WIN

LOSE

(4) Find the expected value of the probability distribution. (This is the amount
you would expect to win per game on average over the long-run.)

(5) Is it a smart idea to play this game?

Example 4.6

3. Binomial Distribution

A lot is known about certain probability distributions. If we can classify an
experiment as having one of these well-known probability distributions, we can
take advantage of all of this prior knowledge.

The binomial probability distribution is a discrete probability distribution
that often arises in situations involving categorical data.

3.1. Recognizing the Binomial Distribution. An experiment is a binomial
experiment if it consists of repeated trials of a two outcome process. The charac-
teristics of a binomial experiment are as follows:

(1) there are a set number of trials (n = number of trials or sample size),
(2) there are only two possible outcomes for each trial (called “success” and

“failure”), and
(3) each trial of the experiment is independent and has the same probability

of “success” (p = P (success) and q = P (failure) on a single trial)

The binomial random variable X = the number of “successes” out of n trials.
The possible values x can take are x = .

Notation: X ∼ B(n, p) means that “X is a random variable with a binomial
distribution”. The parameters are n = number of trials trials and p = probability
of success on a single trial. If you know p, then q = 1− p.

Example 9. Binomial random variable. Flip a coin 5 times. We are interested
in the number of times the coin lands on heads.

(1) Random variable X =



Chapter 4 Notes Discrete Probability Distributions D. Skipper, p 5

(2) The possible values of x are x =
(3) Is X a binomial random variable? In other words:

(a) Are there a set number of trials?
(b) Are there two outcomes for each trial?
(c) Are the trials independent with the same probabilities of the outcomes

occurring for each trial?
(4) Identify

(a) n
(b) success
(c) failure
(d) p
(e) q.

(5) X ∼

Important notes about Example 9 and binomial random variables in general:

• Categorical data is collected for each trial, for example “heads” or “tails.”
• The binomial random variable X recorded at the end of all the trials is

quantitative discrete because it counts the number of “successes.”
• The outcomes “success” and “failure” are words, not numbers.
• The outcome that is being counted is called a “success.”
• p and q are probabilities that add up to 1. When you are figuring out p,

think about what is happening on a single trial. When you find p, you can
always get q by using q = 1− p.
• Even though there are only two outcomes, it is rare that they have an equal

probability of occurring. Usually p 6= q.

The binomial distribution often arises in scenarios involving surveys, like the
following example.

Example 10. Recognizing a binomial scenario. According to an article in
the Augusta Chronicle about the name change of Georgia Regents University to
Augusta University, 74% of people in the U.S. correctly place Augusta in Georgia.
Suppose we conduct a random sample of 20 people in the U.S., and we are interested
in the number of those people who locate Augusta in Georgia.

(1) What is a single trial of the experiment?
(2) What are the possible outcomes of a single trial?
(3) Which of those outcomes is labeled “success”? “success” =
(4) How many trials are there? n =
(5) What are p and q in words?
(6) Find p and q.
(7) X ∼

3.2. Expected Value and Standard Deviation of the Binomial Random
Variable. Both the mean and standard deviation of a binomial random variable
have very simple formulas.

If X is a binomial random variable, X ∼ B(n, p), then the expected value
(mean) of X is

µ = np

and the standard deviation of X is

σ =
√
npq.
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Example 11. Suppose X ∼ B(50, 0.2). Find the mean and standard deviation of
X.

The expected value (mean) of a binomial random variable is the number of
successes you would expect to get in n trials. We can use the standard deviation
to determine “unusual” numbers of successes.

Example 12. According to an article in the Augusta Chronicle about the name
change of Georgia Regents University to Augusta University, 74% of people in the
U.S. correctly place Augusta in Georgia.

(1) Out of a random sample of 20 people in the U.S., about how many would
we expect to say that Augusta is in Georgia?

(2) Find the standard deviation of the associated binomial random variable.
(3) Would it be unusual for only 7 of the people to say that Augusta is in

Georgia?
(4) If only 7 say that Augusta is in Georgia, what would it make you think about

the statement that 74% of peope in the U.S. place Augusta in Georgia?

3.3. Finding binomial probabilities. The following notation is useful:

P (x = 4) = the probability that x is 4,
P (x ≤ 4) = the probability that x is “4 or less” or “at most 4,”
P (x ≥ 4) = the probability that x is “4 or more” or “at least 4,”
P (x > 4) = the probability that x is greater than 4,
P (x < 4) = the probability that x is less than 4

Example 13. Assume that X ∼ B(n, p). Complete each statement.

(1) P (x ≥ 8) = 1− P (x ≤ )
(2) P (x > 6) = 1− P (x ≤ )
(3) P (x < 7) = P (x ≤ )

Note: These equations are valid only for discrete random variables.

Assume X ∼ B(n, p). Use the calculator keys < 2nd > <vars> to access
functions involving probability distributions (“distr”). The calculator can find
the probability that x IS a particular value (binompdf), or that x is AT MOST a
particular value (binomcdf):

P (x = 5) = A:binompdf(n, p, 5),

P (x ≤ 5) = B:binomcdf(n, p, 5).

Example 14. Finding binomial probabilities. According to a Gallup poll,
60% of American adults prefer saving over spending. Let X = the number of
American adults out of a random sample of 50 who prefer saving to spending.

(1) What is the probability distribution of X?
(2) Use your calculator to find the following probabilities:

(a) the probability that 25 adults in the sample prefer saving over spending
(b) the probability that at most 20 adults prefer saving
(c) the probability that more than 30 adults prefer saving

TryIt 4.14.
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Example 15. Finding binomial probabilities. The lifetime risk of developing
pancreatic cancer is about one in 78 (1.28%). Suppose we randomly sample 200
people. Let X = the number of people who will develop pancreatic cancer.

(1) What is the probability distribution of X?
(2) Using the formulas and appropriate notation, calculate the mean and stan-

dard deviation of X.
(3) Interpret the mean you found in the context of this problem.
(4) Find the probability that at most five people develop pancreatic cancer.
(5) Find the probability that eight or more people develop pancreatic cancer.
(6) Is it more likely that 5 or 6 people will develop pancreatic cancer? Justify

your answer numerically.

Example 4.15.

The formula for calculating binomial probabilities “by hand” isn’t very difficult.
Assume X ∼ B(n, p). Then

P (x = k) =

(
n

k

)
pkqn−k,

where
(
n
k

)
= n!

k!(n−k)! . Depending on how much probability we did in Chapter 3, it

may or may not make sense to show you why this formula works.

3.4. The Shape of the Binomial Distribution.

Example 16. A September 2015 article on CNET.com claims that 40% of mothers
avoid family photos because they don’t like how they look. Suppose this number
is true and that you survey 10 mothers with this question. Let X be the number
of moms out of 10 who say they avoid family photos for this reason. Then X ∼
B(10, 0.4).

(1) The following are a simple random sample of size 50 from this distribution.
In other words, each of these numbers represent the number of moms who
say they avoid family photos from a random sample of 10. (So it’s as if we
have conducted 50 samples of size 10.)
6 4 3 2 6 5 3 6 4 6
4 3 3 5 4 2 5 7 2 4
3 3 3 4 3 5 3 5 5 4
3 5 4 5 3 4 5 5 4 1
3 3 3 6 5 5 4 3 1 5

(a) Draw a histogram of the sample data with the following class bound-
aries: −0.5, 0.5, 1.5, 2.5, . . . , 10.5.

(b) Describe the distribution of the sample data based on the histogram.
(What’s the shape of the histogram? Which is the most frequent data
value? Is the data fairly symmetric or skewed?)

(c) Find the mean and sample standard deviation of the sample data.
(2) Now focus on the theoretical distribution of X ∼ B(10, 0.4).

(a) Complete the probability distribution table for X. (Use “2nd, VARS,
binompdf(10, 0.4), STO>, 2nd, 2” to load the probabilities into L2.
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You can manually enter the x values into L1, if you wish.)

x P(x)

0

1

(b) Draw a histogram using class boundaries −0.5, 0.5, 1.5, 2.5, . . . , 10.5
and bar heights corresponding to the probability distribution of X.

(c) Describe the distribution of random variable X ∼ B(10, 0.6) based on
this histogram. (What’s the shape of the histogram? Which is the
most frequent data value? Is the data fairly symmetric or skewed?)

(d) Find the mean and standard deviation of the probability distribution
using the formulas.

(3) Compare the distribution of the sample data from (1) to the theoretical
binomial probability distribution from (2) by comparing: the shapes of the
histograms, the most common data values, the means, and the standard
deviations.
(a) Are the distributions exactly the same? Why or why not?
(b) Are the distributions similar? Why or why not?

Summarizing Example 16: The probability distribution of a random variable
provides the characteristics (shape of histogram, mean, standard deviation) of the
“perfect” data set following that distribution.

Actual random samples of data inevitably vary from this “perfect” distribution.
According to The Law of Large Numbers, the larger the sample size, the better the
sample data will fit the probability distribution.



CHAPTER 5: CONTINUOUS PROBABILITY DISTRIBUTIONS

Lecture Notes for Introductory Statistics1

Daphne Skipper, Augusta University (2016)

1. Continuous Probability Functions (Probability Density
Functions)

In the last chapter, we discussed discrete random variables and their probability
distribution functions. We were able to define these functions using tables because
we were able to list out all of the possible data values. However, we can’t list all
the possible outcomes of a continuous random variable, because the range of data
values are all the values in an interval on the number line.

The probability distribution of a continuous random variable, X, is defined by
its probability density function (pdf) or density curve, f(x). The most
important fact about density curves is:

Area under the density curve, f(x), corresponds to probability.

Example 1. Probability = area under density curve. Draw the “perfect
bell-shaped distribution” using a smooth line (rather than histogram bars) and with
the mean, µ = 4 in the center of the curve on the x−axis. This is what the density
curve for the normal distribution looks like.

(1) Shade the area that equals P (3 < x < 5)
(2) Shade the area that equals P (x < 2.5)
(3) Shade the area that equals P (x > 6)

note: For continuous distributions, P (3 < x < 5) = P (3 ≤ x ≤ 5). In fact,
P (x = 3) = 0 because the area under the curve at a single number has no width.
also note: Calculus is required to find areas under the normal density curve. We
will use technology (calculators) to find these areas.

A function f(x) must have the following properties to be considered a “valid”
probability density curve:

(1) the entire curve must be above the x−axis,
(2) the TOTAL area under the curve must be .

A few more facts about density curves:

• The x−axis represents the range of data values.
• The y−axis has decimal values, like relative frequencies.
• The curve is smooth, but otherwise matches a “perfect histogram” of the

data.
• We will find probabilities of intervals of numbers, rather than exact num-

bers:
– P (3 < x < 5) = the probability that a randomly selected data value

is between 3 and 5

1These lecture notes are intended to be used with the open source textbook “Introductory
Statistics” by Barbara Illowsky and Susan Dean (OpenStax College, 2013).

1
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– P (x < 2.5) = the probability that a randomly selected data value is
at most 2.5

– P (x > 6) = the probability that a randomly selected data value is
more than 6

2. The Uniform Distribution

The uniform distibution is the simplest continuous probability distribution.

X is a uniform random variable if the possible data values range over an
interval of the number line, and every number in that interval is equally likely (not
just whole numbers, but decimals too).

Notation: X ∼ U(a, b) means that random variable X has a uniform distribution
over the interval [a, b].

Example 2. Recognizing a uniform distribution. The data in the following
table are 55 smiling times, in seconds, of eight-week-old babies.

10.4 19.9 18.8 13.9 17.8 16.8 21.6 17.9 12.5 11.1 4.9
12.8 14.8 22.8 20.0 15.9 23.3 13.4 17.1 14.5 19.0 22.8
1.3 0.7 8.9 11.9 10.9 7.3 5.9 3.7 17.9 19.2 9.8
5.8 6.9 23.6 5.8 21.7 11.8 3.4 2.1 4.5 6.3 10.7
8.9 9.4 9.4 7.6 10.0 3.3 6.7 7.8 11.6 13.8 18.6

Complete the frequency/relative frequency table for the smiling times data.

x frequency rel freq
0-4 6 0.109
4-8 11 0.2
8-12 13 0.236
12-16 8
16-20 10
20-24

(If a data value falls on a boundary value, put it into the lower class.)

(1) Use words to describe random variable X: X =
(2) Is X continuous or discrete?
(3) Does X appear to have a uniform distribution? In other words:

(a) What appears to be the range of possible data values, x?
(b) Do all of the data values in this range appear to be equally likely?

(4) X ∼
Example 5.2

Since all the data values are equally likely, the mean of X ∼ U(a, b) is simply
the midpoint of the range of possible data values:

µ =
a+ b

2
.

The standard deviation of X ∼ U(a, b) less intuitive, but still a simple calcula-
tion:

σ =

√
(b− a)2

12

Example 3. Mean of the uniform distribution. Suppose X ∼ U(0, 24), the
length of smiles (in seconds) of eight-week-old babies (from Example 2).
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(1) Find the theoretical mean smiling time of this eight-week-old baby. Use
the correct notation.

(2) Use the frequency table from Example 2 to estimate the mean of the sample
data. Use the correct notation.

(3) Are the theoretical and sample means the same? Why or why not?
Example 5.2 continued.

Example 4. Height of a uniform density curve. Suppose X ∼ U(0, 24), the
length of smiles (in seconds) of eight-week-old babies (from Example 2).

(1) Recall that a density “curve” is a smooth line that follows the shape of a
“perfect histogram”. Sketch the density curve for X. Make sure the curve
starts and stops at the correct x values, but don’t worry about the height
of the curve for now.

(2) The area under the curve must be .
(3) The area under the curve has the shape of a .

Use what you know about this shape to find the height of the curve and
label it on the y−axis.

(4) Use what you learned from this example to make a general formula for
the height of the probability density curve for uniform random variable
X ∼ U(a, b).

Example 5.2 continued.

If X ∼ U(a, b), the probability density curve f(x) is a
from to on the x−axis at a height of . In mathematical nota-
tion, we write

f(x) =
1

b− a
, where a ≤ x ≤ b.

(You will use this notation in the homework.)

For continuous distributions, probabilities are areas under the density curve. In
particular, uniform distribution probabilities are areas of rectangles, which
we know all about.

Example 5. Uniform distribution probabilities. Suppose X ∼ U(0, 24), the
length of smiles (in seconds) of eight-week-old babies (from Example 2). As you
work through the following, use the correct notation for probabilities.

(1) What is the probability that a randomly chosen eight-week-old baby smiles
between 2 and 18 seconds?

(2) Find the 90th percentile for an eight-week-old baby’s smiling time.
(3) Find the probability that an eight-week-old baby smiles more than 12 sec-

onds knowing that the baby smiles more than eight seconds. Hint: Con-
sider another uniform distribution over the restricted sample space of 8 to
24 seconds.

Example 5.3.

Example 6. Suppose the time it takes a nine-year-old child to eat a donut is
uniformly distributed between 0.5 and 4 minutes, inclusive. Let X = the time, in
minutes, it takes a nine-year-old child to eat a donut: X ∼ . Use the correct
notation for probabilities.


